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Optimum	drilling	penetration	rate,	known	as	the	rate	of	penetration	
(ROP)	has	played	a	big	role	in	drilling	operations.	Planning	the	well			
ROP			always	becomes	a	challenge	for	drilling	engineers	to	calculate	
the	drilling	time	needed	for	the	section.	Optimum	ROP	is	achieved	
when	 the	 time	 to	 drill	 the	 section	 is	 as	 planned.	 Many	 empirical	
approaches	were	 develop	 to	model	 the	ROP	based	 on	 the	 drilling	
parameters,	 and	might	 not	 always	match	 the	 actual	ROP.	 In	 some	
cases,	the	actual	ROP	was	slower	than	planned,	which	may	increase	
the	drilling	cost,	which	needs	to	be	avoided.	Hence,	some	approaches	
using	 artificial	 intelligence	 (AI),	 and	 supervised	machine	 learning	
have	been	develop	to	overcome	 it.	Supervised	machine	 learning	 is	
used	to	developed	a	ROP	model	and	ROP	prediction	for	one	of	the	
development	 fields,	 based	 only	 on	 two	 wells	 drilling	 parameters	
data.	 The	 model	 was	 trained	 using	 Gradient	 Boosting,	 Random	
Forest,	 and	 Support	 Vector	 Machine.	 Drilling	 parameter	 test	 data	
then	 is	 used	 to	 validate	 the	model.	 The	model	 of	 Random	 Forest	
shows	a	good	or	promising	result	with	R2	of	0.90,			Gradient	Boosting	
shows	R2	of	0.86,	and	Support	Vector	Machine	with	R2	0.72.	Based	on	
the	models	generated,	the	Random	Forest	has	shown	a	good	trend	
which	could	be	used	 for	modeling	ROP	 in	 the	 future	development	
wells.	
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INTRODUCTION	
Why	 need	 to	 optimize	 ROP?	 Over	 the	 years,	 the	 topic	 on	 how	 to	 optimize	 ROP	 always	 became	 a	 big	
discussion	and	research.	Prediction	ROP	has	always	been	of	fundamental	interest	to	the	drilling	industry	
(Hegde,	Chiranth,	Wallace,	Scott,	2015).		Most	of	well-drillingcost	is	not	product	cost	dependent,	but	time-
dependent,	therefore	the	main	goal	of	drilling	optimization	is	to	reduce	the	total	drilling	time,	as	well	as	
selecting	 optimum	 drilling	 parameters	 prior	 drilling	 (Barbosa	 et	 al.,	 2019).	 Mitchell	 &	 Miska,	 (2011);	
Barbosa	et	al.,	(2019)	stated	that	understanding	how	the	drilling	parameters	really	affect	the	ROP	is	an	open	
question	in	drilling	engineering.	The	idea	is,	how	to	maximize	the	ROP	in	the	field,	hence	could	significantly	
reduce	the	drilling	time	which	led	to	optimizing	the	drilling	budget.	ROP	is	related	to	the	speed	with	which	
drilling	is	performed	and	maximizing	it,	is	one	of	critical	factors	affecting	the	commercial	success	of	drilling	
operation	(Chandrasekaran	&	Govindarajan,	2019).		

Barbosa	et	al.,	(2019)	classify	the	three	possible	approaches	for	ROP	predictions,	such	as	traditional	models,	
statistical	models,	and	machine	learning	models.		Many	researchers	try	to	find	a	simple	relation	between	
ROP	and	rock	properties	because	the	majority	of	reservoir	mechanical	properties	can	be	inferred	from	well	
logs	 (Shi	 et	 al.,	 2016).	 Traditional	models	 are	 those	ROP	models	which	 try	 to	 establish	 a	mathematical	
equation	among	the	drilling	parameters	(Shi	et	al.,	2016	;	Barbosa	et	al.,	2019).	Singh	et	al.,	(2019)	stated	
that	 determining	 a	 correlation	 or	 linear	 relationship	 among	 the	 drilling	 parameters	 with	 ROP	 is	 very	
difficult.		Statistical	models	have	some	similarities	with	the	traditional	models,	necessity	of	preselection	a	



P a g e 	 | 	 5 3                      Journal	of	Earth	Energy	Engineering	
	 																																																																																																																																						Vol.	11	No.	1,	March	2022,	pp	52-59	

Copyright	@	Darmawan	et	al;	This	work	is	licensed	under	a	Creative	Commons	Attribution-ShareAlike	4.0	
International	License.	

model	for	ROP	as	a	function	of	drilling	parameters,	and	with	main	difference	was	the	statistical	models	did	
not	model	the	physics	of	drill	bit	mechanism	and	the	formation	and	bit	interactions	(Barbosa	et	al.,	2019).	
Machine	learning	models	able	to	learn	complex	patterns	during	the	training	(or	learning)	phase,	without	
having	to	specify	a	ROP	models,	afterwards,	 the	trained	model	can	make	predictions	given	novel	 inputs	
(Barbosa	et	al.,	2019).			

What	can	we	do?	During	drilling	operations,	there	are	so	many	data	gathered	and	captured,	which	hardly	
used	to	evaluate	the	drilling	performance	for	 the	next	campaign,	or	 there	 is	no	optimization	evaluation,	
mostly	engineering	planning	based	on	the	average	ROP	or	the	best	ROP	for	the	next	well.	Basically,	there	
are	many	data	that	can	be	used	to	predict	the	optimized	ROP	based	on	the	previous	drilling	data.	Since	there	
are	many	wells	 located	 in	a	 field,	 some	are	close	 to	one	 to	another,	data	collection	 from	previous	wells	
become	cruisial	to	know	the	important	impact	in	drilling	cost	reduction	(Shi	et	al.,	2016).	The	goal	is	to	have	
maximum	ROP	to	drill	the	well	to	save	operating	time	and	eventually	reduce	the	drilling	cost,	with	artificial	
intelligent,	machine	learning,	etc.	

Why	 use	 supervised	machine	 learning?	 Since	 ROP	 is	 the	main	 target	 to	 be	 optimized,	 then	 the	 use	 of	
supervised	machine	learning	become	essential.	A	supervised	machine	learning	model	for	ROP	prediction	
was	developed	 that	 is	 efficient	 for	 use	with	 real	 data	 (Singh	 et	 al.,	 2019),	 supervised	machine	 learning	
provides	a	target	from	series	of	training	dataset	with	sets	of	predictor	features	(Noshi	&	Schubert,	2018).	
(Hegde,	 Chiranth,	 Wallace,	 Scott,	 2015);	 Barbosa	 et	 al.,	 (2019)	 compared	 traditional	 models	 of	 ROP	
calculations	with	machine	learning	techniques	concluded	that	a	higher	of	accuracy	could	be	achieved	in	ROP	
prediction	with	intelligent	techniques.	Most	of	the	framework	to	obtain	the	ROP	mostly	with	a	regression	
problem	solving,	hence	for	the	ROP	prediction	should	lies	in	the	supervised	machine	learning.		

The	most	common	 inputs	 for	 the	ROP	predictions	 in	machine	 learning	were	analyzed	by	Barbosa	et	al.,	
(2019),	from	43	reviewed	works.	The	top	six	inputs	are	weight	on	bit	(WOB),	rotation	(RPM),	depth,	flow	
rate,	mud	weight,	and	bit	diameter.	These	drilling	parameters,	some	have	the	similarities	to	the	parameters	
used	in	traditional	model	such	as	WOB	and	RPM.	Barbosa	et	al.,	(2019)	mentioned	the	use	of	drilling	fluid	
and	hydraulics	play	a	role	in	drilling	progress,	where	some	works	include	flow	rate	(GPM)	and	the	mud	
weigth	as	additional	feature.	Thus,	this	research	will	use	additional	drilling	data	such	as	mud	weight,	PV	
(plastic	viscosity)	and	YP	(yield	point)	from	traditional	data.	Since	drilling	progress	is	relate	to	hydraulics,	
some	papers	have	drilling	parameters	inputs	for	mud	weight,	flow	rate	and	standpipe	pressure.	In	general	
ROP	optimization	involves	the	adjustment	of	WOB	and	RPM	for	efficient	drilling,	but	there	are	several	other	
parameters	to	solve	the	ROP	relationship	(Mantha	&	Samuel,	2016).			

The	data	prepared	for	training	based	on	two	wells	that	has	been	drilled	in	the	same	cluster	of	the	field.	Both	
drilling	parameters	data	will	be	use,	such	as:	

- Depth	(m)	
- Rotation	 (RPM-rotation	 per	 minute).	 Including	 RPMM	 (motor	 rotation,	 sliding)	 and	 RPMT	 (total	

rotation).	
- Torsion	(Klbs-ft)	
- Weight	on	bit	(Klbs)	
- Standpipe	pressure	(psi)	
- Flow	rate	(GPM)	
- Bit	diameter	(inch)	
- Plastic	viscosity	(cp)	
- Yield	point	(lbs.ft2)		
- Mud	weight	(ppg)	

The	drilling	parameters	used	 is	mostly	surface	drilling	parameters	with	three	drilling	 fluids	parameters	
such	as	plastic	viscosity,	yield	point	and	mud	weight.	No	lithology	data	available	for	this	project.	

Supervised	Machine	Learning	

Singh	et	al.,	(2019),	in	supervised	machine	learning	the	goal	is	to	approximate	the	mapping	function	so	well	
that	 that	 you	 have	 new	 input	 data	 you	 can	 predict	 the	 output	 variables	 for	 that	 data.	 Fernandes	 et	 al.,	
(2018)had	mentioned	the	ensemble	learning	family	algorithms	build	a	model	by	training	several	relatively	
simple	 base	models	 and	 then	 combine	 them	 to	 create	 a	 more	 predictive	model,	 the	most	 well-known	
ensemble	learning	algorithms	use	bootstrap	aggregation,	known	as	Bagging,	Random	Forest,	and	Gradient	
Boosting.	 Fernandes	et	 al.,	 (2018))	 stated	 that	decision	 tress	known	as	 regression	 trees,	 are	 regression	
methods	that	consist	of	partitioning	the	input	parameters	spare	into	distinct	and	non-overlapping	regions	
following	a	set	of	if-then	rules,	which	identify	regions	that	have	homogeneous	response	to	the	predictor	and	
fitted	in	the	regression	framework.	The	uses	of	decision	trees	as	a	regression	technique	have	advantage	of	
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the	splitting	rules	represent	an	intuitive	and	very	interpretable	way	to	visualize	results.	Hegde,	Chiranth,	
Wallace,	Scott,	 (2015)	stated	 the	main	difference	between	Bagging	and	Random	Forrest	 is	 that	 random	
subsets	of	predictors	are	used	to	build	trees	in	Random	Forest,	which	help	in	de-correlating	trees.	

Random	Forest	is	an	ensemble	of	decision	trees,	or	it	can	be	thought	of	as	a	forest	of	decision	tress	which	
make	this	model	is	more	accurate	than	a	decision	tree	because	much	more	knowledge	is	incorporated	from	
many	predictions	Belyadi	&	Haghighat,	(2021).	For	regression	problems,	Random	Forest	uses	the	average	
of	decision	tress	or	final	prediction	Höhn	et	al.,	(2020).		Random	Forest	are	highly	effective	when	dealing	
with	noisy	and	large	multi-attribute	data	(Noshi	&	Schubert,	2018).	Gradient	Boosting	is	an	ensemble	that	
will	 train	many	models	 sequent	by	placing	more	weights	 on	 instances	with	 erroneous	predictions,	 and	
gradually	minimize	a	loss	function	((Belyadi	&	Haghighat,	2021).	Gradient	Boosting	is	similar	to	Random	
Forest,	is	based	on	combination	a	larger	set	of	different	weaker	learner	models	to	reach	a	new	combined	
model	with	 a	 significantly	 higher	 prediction	 accuracy,	 however	 the	 difference	 that	 the	 tree	 in	Gradient	
Boosting	is	not	independent	of	each	other	but	incrementally	improve	the	decision	trees	(Höhn	et	al.,	2020).		
SVM	algorithm	is	set	to	choose	a	hyperplane	that	splits	the	two	classes,	and	when	the	classes	are	linearly	
classifiable,	a	plane	is	chosen	which	is	on	the	exact	center	between	two	classes.	SVM	perform	effectively	
with	high	dimensional	data	but	can	function	poorly	with	noisy	data	and	can	require	high	processing	time	
(Noshi	&	Schubert,	2018).	Random	Forest,	Gradient	Boosting	and	SVM	could	be	used	for	both	regression	
and	classification	problems	(Belyadi	&	Haghighat,	2021).	

This	paper	will	discuss	the	supervised	machine	learning	(Random	Forest,	Gradient	Boosting	and	Support	
Vector	Machine),	how	to	cleanse	the	data,	training	the	data	set,	building	the	model	and	test	the	data	test	to	
know	the	model	accuracy	and	capabilities	(Belyadi	&	Haghighat,	2021)	using	Orange	Data	Mining	(Demšar	
et	al.,	2013).	

	

METHOD	
This	paper	 is	 an	 experimental	machine	 learning	 as	outlined	 in	 the	 figure	1.	As	 a	 start,	 after	 setting	 the	
objectives,	 raw	 data	 is	 prepared,	 cleansed,	 structured	 and	 determining	 the	 features	 and	 target.		
Experimental	 trial	 on	 supervised	machine	 learnig	 such	 as	 Gradient	 Boosting,	 Random	 Forest	 and	 SVM	
model.	The	promising	model	then	tested	or	uses	as	prediction.		

Raw	data	prepared	from	2	drilling	wells,	the	raw	data	then	structured	to	meet	the	software	inputs	standard.	
Data	 cleansing	 performed	 under	 the	 software	 after	 setting	 the	 features	 and	 target.	 Continued	 with	
experimentation	and	predictions.	

	
Figure	1.	Machine	Learning	Pipeline	to	illustrate	the	experimental	steps	for	ROP	prediction.	

	

RESULT	
Raw	Data	Preparation	

As	mentioned	above	there	are	12	data/features	 including	the	surface	drilling	parameters,	drilling	 fluids	
parameters	and	hydraulics	parameter	will	be	use	as	inputs	to	different	model	in	this	paper.	 	Those	data	
need	 to	 be	 verified	 and	 analyze	 prior	 modelling	 to	 clean	 it	 from	 wrong	 values	 and	 to	 keep	 only	 the	
actual/real	rotation/drilling	time.	Then	the	data	goes	thru	outlier	removals.	Outlier	is	a	data	that	differ	from	
the	data	set,	which	could	be	error	data	or	bad	data	that	might	affect	the	model	if	not	removed.		All	rotation	
data	is	used,	including	the	mud	motor	RPM,	RPM	total	and	rotation	RPM.	

Only	two	directional	wells	data	used	for	this	modelling	from	17-1/2”	drilling	section	to	8.5”	drilling	section	
at	total	depth.	There	are	4111	datasets	used	for	these	experiments.	Both	wells	will	be	use	as	the	training	
data	set	and	remaining	data	 from	bookstrapping	will	be	captured	and	used	as	blind	data	set	 to	 test	 the	
model’s	accuracy	and	capabilities.	Bookstrap	can	improve	the	statistic	learning	method	model	such	as	trees	
(Hegde,	Chiranth,	Wallace,	Scott,	2015)				
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Basic	Statistic	Parameters	

The	bookstrapping	data	shows	basic	statistic,	for	verification	of	range	of	every	parameter	after	removing	
outliers	as	shown	in	figure	2.		

	
Figure	2.	Basic	feature	statistics	of	the	data.	

Afterwards,	 distribution	 plots	 generated	 to	 see	 the	 parameters	 distributions.	 From	 figure	 3,	 each	
parameters	have	a	good	distribution,	even	though	only	with	two	wells	data	set.	Distribution	plots	are	one	
of	tools	in	data	preparation	and	analysis.	Belyadi	&	Haghighat,	(2021)define	the	main	reason	for	using	a	
distribution	plot	 is	 to	make	sure	 the	distribution	of	 the	 input	and	output	are	normal	 (Gaussian),	 this	 is	
because	most	of	the	Machine	Learning	algorithm	assume	that	the	distribution	parameter	is	normal.			
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Figure	3.	Distribution	plots	of	the	drilling	data,	Depth,	WOB,	RPM,	RPMM,	RPMT,	TORQ,	SPP,	GPM,	Bit	

Diameter,	PV,	YP,	MW.	

	
Figure	4.	Feature	ranking	from	the	drilling	data	

The	feature	importance	for	the	models	as	outlined	in	figure	4,	where	the	WOB,	torsion,	RPM	and	standpipe	
pressure	are	the	best	rank	to	generate	ROP.					

Experimentation	&	Prediction	

The	data	separated,	around	70%	(randomly	sampled)	used	for	training	the	model	and	around	30%	of	the	
data	was	sampled	to	be	the	data	test.	Train	data	is	boostraped	to	the	models.	The	data	then	inputted	to	
Random	Forest,	Gradient	Boosting	and	SVM,	to	train	the	algorithm	tried	to	predict	the	target	by	drawing	
conclusions	from	the	features	(Höhn	et	al.,	2020).	Model	trained	with	cross-validation,	a	statistical	method	
used	to	estimate	accuracy	by	making	partitions	of	the	data,	and	analyze	it	on	each	partition,	and	averaging	
it	to	show	the	overall	error	estimate.		

Table	1.	Modelling	results	

Model	Name	 RSME	 MAE	 R2	

Random	Forest	 3.68	 2.06	 0.90	

Gradient	Boosting	 4.07	 2.50	 0.86	

SVM	 5.83	 4.25	 0.72	

RMSE	 is	 the	 result	 error	 rate	 prediction,	where	 the	 smaller	 or	 closer	 to	 0,	 the	 prediction	will	 be	more	
accurate.	RMSE	shows	the	model	consistency.	MAE	represents	the	average	error	(error)	absolute	between	
the	 forecast	 results	with	 the	actual	value.	R2	 is	 the	comparison	between	 the	prediction	results	with	 the	
actual	value	between	the	independent	variables	and	dependent	variables.	The	metrics	can	be	expressed	as	
follows:	
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Mean	Absolute	Error:	 	 		𝑀𝐴𝐸 = !
"
∑ |𝑦# − 𝑦)|"
#$! 	 	 	 	 (1)	

Root	Mean	Squared	Error:	 	𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 = -!
"
∑ (𝑦# − 𝑦))%"
#$! 	 	 (2)	

R-squared:	 	 	 	𝑅2 = 1 − ∑(𝑦𝑖−𝑦")2

∑(𝑦𝑖−𝑦$)2
	 	 	 	 (3)	

	

The	trained	to	show	the	R2	and	result	shows	that	Random	Forest	gives	0.90,	Gradient	Boosting	gives	0.86	
and	SVM	gives	0.72.		

To	know	the	test	data	spreads	on	the	prediction,	plot	of	ROP	test	data	versus	ROP	prediction	for	Random	
Forest	and	Gradient	Boosting.	The	plots	represent	the	R2			value	the	ROP	prediction	in	Random	Forest	shows	
a	good	pattern	and	regression	result	compared	to	Gradient	Boosting	as	per	Figure	5.	

	
Figure	5.	ROP	plots	between	ROP	prediction	and	ROP	test	data	for	Random	Forest	(left)		and	Gradient	

Boosting	(right)	models.	

As	illustrated	in	the	figure	5,	the	trend	for	Random	Forest	model	appears	to	be	the	best	approach,	then	other	
models.	The	dot	in	Random	Forest	is	close	to	the	diagonal,	i.e.	most	values	are	predicted	with	reasonable	
accuracy	(Höhn	et	al.,	2020).	

	

DISCUSSION	

This	supervised	machine	learning	could	be	advantageous	model	to	predict	ROP	in	a	development	field	were	
based	on	every	known	layer	 lithology	property,	 the	speed	of	 the	drill	bit	reduces	or	 increases	(Hinduja,	
2020)	could	be	recognized	for	proper	prediction.	Additional	data	(parameters)	needed	to	make	the	model	
to	have	better	prediction,	such	as	lithology,	compressive	strength,	type	of	bit,	etc.	In	contrary,	one	of	the	key	
aspects	of	successful	in	obtaining	predictive	data-driven	model	is	the	process	of	selecting	the	inputs	(feature	
engineering)	with	preference	by	 selecting	 small	 sub-sets	of	 inputs	 (up	 to	eight	 inputs)	as	 concluded	by	
((Barbosa	et	al.,	2019)	

Random	Forest	did	not	show	overfitting	tendency,	and	Gradient	Boosting	shows	some	overfitting	tendency	
as	shown	in	figure	6.		Overfitting	is	a	condition	where	the	analysis	from	the	model	matched	too	closely	to	
data	sets,	resulting	to	fit	for	the	blind	datasets	or	when	to	predict.	Futher	additional	fine-tuning	parameters	
was	tried	to	avoid	overfitting	but	haven’t	improved	anything.	Overfitting	could	be	one	of	weakness	in	using	
a	decision	tree.	Random	Forest	and	Gradient	Boosting	provide	the	opportunity	to	retrace	which	features	
had	the	most	impact	in	predicting	the	target	(Höhn	et	al.,	2020).	On	the	other	hand,	the	SVM	has	shown	
underperforming	conditions	when	applied	to	the	prediction	data	sets.		It	is	a	challenge	to	improve	the	model	
further	with	high	accuracy	by	adding	more	data	of	the	wells	to	the	models	to	have	better	ROP	prediction	in	
that	(specific)	field.	Another	challenge	to	improve	the	accuracy	by	preparing	feature	engineering	or	feature	
augmentation	from	the	domain	experts.		

Random	Forest	model	perform	the	best	prediction	during	model	testing	which	shown	a	good	trend	with	R2	
of	0.90.	Random	Forest	is	effective	in	predicting	ROP	values	with	high	accuracy	as	mentioned	by	previous	
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research	 that	were	 trained	 for	 specific	 drilling	 field.	 The	model	 could	be	used	 for	 further	development	
within	the	field	with	the	same	lithology.	

	
(a) 																																													(b)																																																										(c)	

Figure	6.	ROP	prediction	versus	depth	based	on	the	models	of	Random	Forest	(a),	Gradient	Boosting	(b)	
and	Support	Vector	Machine	(c).		

	

CONCLUSION	
ROP	modelling	and	prediction	with	 supervised	 learning	were	performed	with	Random	Forest,	Gradient	
Boosting	and	SVM	with	tipical	yet	traditional	data	for	ROP	prediction,	combined	with	flow	rate	(GPM),	mud	
weight,	and	mud	properties	(PV	and	YP).	

Random	Forest	model	perform	the	best	prediction	during	model	testing	which	shown	a	good	trend	with	R2	
of	0.90.	Random	Forest	is	effective	in	predicting	ROP	values	with	high	accuracy	as	mentioned	by	previous	
research	that	were	trained	for	specific	drilling	field.		
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