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ABSTRACT
Classification is a model for making predictions based on existing data. Unbalanced data leads to misclassification or modeling errors where the data is irrelevant and results in poor classification modeling. The poor classification model is caused by an imbalance in the data on the classification label, so it is necessary to balance the data as a solution to overcome this problem. The methods used to deal with data imbalance are Random Undersampling and MWMOTE. The aim is to see the implementation of Random Undersampling and MWMOTE work well in dealing with unbalanced datasets and to know the performance and accuracy in modeling. The dataset used is an open source dataset from Kaggle which consists of Diabetes data, Bank Turnover data, Stroke data, and Credit Card data with various data ratios, with the aim of overcoming the problem of data imbalance. Model evaluation was carried out using confusion matrix and decision tree algorithms by looking at the values of precision, recall, f-measure, and accuracy of the original data, the Random Undersampling method, and MWMOTE. In the original data with 48.86% precision, 54.90% recall, 51.73% f-measure, and 85.30% accuracy. Random Undersampling can overcome data imbalance problems with 76.28% precision, 76.74% recall, 76.48% f-measure, and 76.21% accuracy. MWMOTE can solve data imbalance problems with 86.04% precision, 87.30% recall, 86.66% f-measure, and 86.61% accuracy. It can be concluded that the MWMOTE method is better than the Random Undersampling method because the evaluation average of the Confusion Matrix Random Undersampling method is smaller than the MWMOTE method.
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1. INTRODUCTION
In machine learning, classification is a model for making predictions based on existing data. The classification performed in making predictions is designed with a large and balanced data set in order to maximize classification accuracy. Data processing with a large data set and with various classes often results in an imbalanced class [1]. Unequal distribution of samples in different
classes is a problem in class imbalance data, where most of the samples have several classes and the rest belong to other classes. If the sample only has two classes, then the class that has the most of the sample is called the majority class and the others are the minority class [2]. Imbalanced data or Imbalanced dataset is a condition in which the classification label on a dataset experiences a large discrepancy between the majority class data and minority class data.

Classification of data with unbalanced classes results in lower classification accuracy [3]. Classification with unbalanced data will tend to the majority class data compared to the minority class data. Data imbalance results in misclassification or modeling errors where data is irrelevant and results in poor classification modeling [4]. The imbalance of data greatly affects several classifications such as credit data [5], stroke data , [6]online [7]news data , biomedical data [8], diarrhea case data for toddlers [9], poor household classification data [10], and other data.

There needs to be special handling of imbalanced datasets prior to data analysis. A bad classification model is caused by an imbalance in the data on the classification label, it is necessary to balance the data as a solution to solving this problem. The undersampling and oversampling methods are solutions for data imbalance [11].

Undersampling method is a method which reduces the majority class data and stores all minority class data [12]. One method that is often used to overcome imbalanced datasets by reducing the majority class is the random undersampling method [13]. This method is used by randomly selecting and deleting majority class data until the number of majority class data and minority data is the same. The advantage of this method is to do it randomly without certain conditions in eliminating or reducing the value of the majority class. The weakness of the undersampling method can eliminate important parts of the majority class data so that it affects classification performance [14].

Oversampling method is a method by making data replication on minority class data until the number of minority class data and majority data is the same [15]. The weakness of the oversampling method is that there is overfitting because the synthesis data is too racing on the training data so that it cannot make accurate predictions [16]. Overfitting can be overcome by using the MWMOTE method. The stages of creating synthetic data in MWMOTE consist of three stages, namely identifying the majority class and minority class, measuring the minority class, and grouping data using the clustering method. The creation of minority class data replication depends on synthetic data. Misclassification becomes a problem in creating synthetic data when unbalanced data causes certain classes [18].

Undersampling and oversampling methods in dealing with imbalanced datasets have advantages and disadvantages between the two. Therefore, this research wants to compare and analyze two imbalanced dataset methods, namely random undersampling and MWMOTE by looking at the accuracy, precision, recall, and f-measure values. The purpose of this research is to find the best method for handling imbalanced datasets between random undersampling and MWMOTE methods.

2. RESEARCH METHOD

2.1. Data Mining

Data mining is often referred to as knowledge discovery in database is a process of taking, processing, and data analysis with purpose make it information for retrieval decisions in the form of classification, clustering, association, and prediction [21]. There is various stages in carrying out the process of data mining namely data selection, data cleaning, data transformation, data integration, pattern evaluation, and knowledge.

Classification in the data can be measurement, categorical, signal, or image based on the class on the data label. Machine learning is one method of analysis in data mining. Machine learning programs learn patterns in some interrelated data linkage. So, simply machine learning is learning machine to achieve appropriate and desired results based on a set of existing data [22]. Analysis results from data mining processing can be in the form of description, association, clustering, prediction and classification [10].
2.2. Imbalanced

Imbalanced data is data that has ratio differs from first class data to other class data. Where by general Imbalanced dataset is the ratio of the number of unbalanced majority data with minority data. Application machine learning in analyzing or Data processing is often a problem in imbalanced datasets [23].

Unbalanced data can result classification error which has an impact on the accuracy value decreases as well as allows the minority class considered as outliers [24]. Methods of classification and application agortima being one way to deal with unbalanced data. Reducing the amount of majority data using the undersampling method and using synthetic data in adding minority classes using the oversampling method can be a solution to overcoming unbalanced data.

2.3. Random Undersampling

Undersampling is the simplest method to deal with unbalanced data. Random undersampling calculate the difference between majority and minority class data so that later the majority data class is selected and deleted in a manner random to the sum of the minority class equal to the number of the majority class [5]. In figure 1 the minority class marked with a dot colored orange. Point colored blue represents the majority class data, period blue is the blocked sample in a manner random until the number of majority data classes and minority data balanced. Deleting data will reduce storage and upgrade processing time. However, by deleting in a manner random majority class data then it can cause loss important and influential information accuracy results in classification [13]. Here’s a representation graphic undersampling using random undersampling method in the image below following:

![Representation Graphical Random Undersampling](image)

2.4. MWMOTE

MWMOTE or Majority Weighted Minority Oversampling Technique is a method of creating synthetic data based on the minority class on a data label [25]. MWMOTE is a repair method from SMOTE via synthetic data generation. Stages synthetic data creation on MWMOTE consists from three stages that is identify the majority class and the minority class, measure the minority class, and group the data using the clustering method [17]. Stages MWMOTE synthetic
data creation starts with a selection sample from the majority class and minority class, then carry out the measurement process or weighting on the minority class in order to know the position of the minority class adjacent to the borderline, then every minority data given weight as needed as well as data interests, and the last one is to carry out the clustering process aim to results from synthetic data are in a group or cluster [18]. Illustration MWMOTE stages in the image below following:

**Phase 1: Identifying minority class samples.**
1. Separate the minority data sample (Smin) and the majority data sample (Smaj).
2. Create a set of Sminf by finding the nearest neighbor node in every xi in Smin. Search for nodes using KNN in predicting noise in the minority class and looking for the minority class in the majority class.
   \[ S_{\text{minf}} = S_{\text{min}} - \{x_i \in S_{\text{min}}: N N (x_i) \} \]  
3. Determine the boundary line for the majority class which will later be useful in sharing information about minority data.
   \[ S_{\text{maj}} = \cup x_i \in S_{\text{minf}} N_{\text{maj}}(x_i) \]  
4. Form an informative minority class data sample.

**Phase 2: Weighting of minority class data**
1. Perform weight calculations on the Simin sample (Iw), each xi that is in Simin will be given a sample weight (Sw)
   \[ S_{w}(x_i) = \sum I_w(y_{ixi}) \]  
2. Convert each Sw(xi) into a probability sample (Sp)
   \[ S_{p}(x_i) = S_{w}(x_i) / \sum Sw(Zi) \]  

**Phase 3: Making synthetic data on the minority class using the clustering method.**

**Phase 4: Balanced data with the addition of synthetic data from the minority class.**
2.5. Classification

Classification as a performance evaluator from method comparison is a process carried out to identify and compare the effectiveness of various methods used in measuring or evaluating the performance of a particular system or process. Classification refers to the division or grouping of these methods based on certain characteristics or attributes. By classifying, we can organize these methods into relevant groups, making it easier to analyze and evaluate performance [12].

As a "performance evaluator", the role of this classifier is to assess and compare these methods in terms of their ability to measure or evaluate the performance of the system or process being observed. In this case, these methods can be algorithms, statistical models, or other approaches used to collect data, make measurements, and analyze performance results. In making comparisons, the classification takes into account various factors, such as accuracy, precision, recall, computation time, efficiency, reliability, and practicality of the method [14]. Taking these factors into account, the classification will assist in determining which method is most suitable and can provide the most accurate and reliable performance evaluation results. In addition, classification as a performance evaluator can also help in understanding the strengths and weaknesses of each method, as well as gaining better insight into situations where certain methods are more effective than others. As such, classifications can provide valuable guidance in the selection and use of the optimal performance evaluation method for specific needs.

2.6. Confusion Matrix

Confusion matrix is a matrix used in measurement performance from machine learning classification. There are 4 terms in the confusion matrix, including True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) [18]. The confusion matrix table can be seen in the table below following:

<table>
<thead>
<tr>
<th>Actual Positive</th>
<th>Predicted Positive</th>
<th>Predicted Negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Positive</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>Predicted Negatives</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

Result of grouping based on the number of positive data or negative data then do a comparison between mark actually with the predicted value based on the evaluation matrix. The evaluation matrix consists from accuracy, precision, recall, and f-measure [26] values. This matrix provides helpful information about model performance how well the model classifies the correct data.

Accuracy measures how many correct predictions from the overall prediction of the model. Accuracy is calculated by dividing the number of correct predictions by the total number of predictions. However, accuracy is not the best evaluation matrix when the data is unbalanced, therefore it is necessary to evaluate precision, recall and f-measure to be more informative. The accuracy value is obtained by the following formula:

\[ Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \]  

Precision measures how many positive predictions are true of all positive predictions. Precision is very important in classifying data because where positive prediction error own bad consequences. The precision value is obtained by the following formula:

\[ Precision = \frac{TP}{TP + FP} \]
Recall measures how much many positive predictions are correct from the total number of true positive classes. Recall is very important in classifying data because where positive prediction error own bad consequences. The recall value is obtained by the following formula:

$$\text{Recall} = \frac{TP}{TP+FN}$$

(7)

F-Measure is the average of precision and recall, where is the range from F-Measure is 0 to 1. The F-measure value is obtained by the following formula:

$$\text{F-Measure} = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$$

(8)

2.7. Research Workflow

In this study, the flow used in the final evaluation task research was random undersampling and Majority Weighted Minority Oversampling Technique in overcoming Imbalanced dataset can be seen in Figure 3:

![Figure 3. Modeling Design](image)

At this stage is a modeling design that will be used to test the model on several unbalanced datasets. In this modeling design is divided into several processes, which can be seen in Figure 3 The modeling design process as following. After the four datasets perform the data preprocessing stages The next step is to check Imbalanced dataset based on the results of the classification of the
Bank Turnover, Diabetes, Stroke, and Credit Fraud datasets as shown in the table and plotting below following:

Table 2. Description of Datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Amount of data</th>
<th>Attribute</th>
<th>Minority Class</th>
<th>Majority Class</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>768</td>
<td>9</td>
<td>268</td>
<td>500</td>
<td>34% : 66%</td>
</tr>
<tr>
<td>Bank Turnovers</td>
<td>10,000</td>
<td>13</td>
<td>2037</td>
<td>7,963</td>
<td>20% : 80%</td>
</tr>
<tr>
<td>Strokes</td>
<td>5,110</td>
<td>19</td>
<td>249</td>
<td>4,861</td>
<td>4% : 96%</td>
</tr>
<tr>
<td>Credit card</td>
<td>284,807</td>
<td>30</td>
<td>492</td>
<td>284,315</td>
<td>1% : 99%</td>
</tr>
</tbody>
</table>

Next, check the distribution of the data by using scatter plotting from the 4 datasets used. The Diabetes dataset is checked for data distribution by looking at the correlation of values between the Age and BMI attributes, which can be seen in Figure 4. The Bank Turnover dataset is checked for data distribution by looking at the correlation between the Age and CreditScore attributes, which can be seen in Figure 5. The Stroke dataset is distributed by looking at the correlation between the avg_glucose_level and BMI attributes, which can be seen in Figure 6. The Credit Card dataset is distributed by looking at the correlation of values between attributes V1 and V28 which can be seen in Figure 7.

3. RESULTS AND ANALYSIS

3.1. Random Undersampling

The data used to train the Random Undersampling model uses data after preprocessing where later the amount of data from the majority class will be the same as the amount of data from the minority class. Furthermore, balancing the dataset using the Random Undersampling method where by changing the amount of data from the majority class will be equal to the amount of data
from the minority class. There are 2 stages in balancing data with the Random Undersampling method, which is to separate the minority and majority class data, then resample the majority data class randomly as much as the minority class data. The results of balancing data using the Random Undersampling method can be seen in Table 3:

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Amount of data</th>
<th>Attribute</th>
<th>Minority Class</th>
<th>Majority Class</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>536</td>
<td>9</td>
<td>268</td>
<td>268</td>
<td>50% : 50%</td>
</tr>
<tr>
<td>Bank Turnovers</td>
<td>4,074</td>
<td>13</td>
<td>2037</td>
<td>2037</td>
<td>50% : 50%</td>
</tr>
<tr>
<td>Strokes</td>
<td>498</td>
<td>19</td>
<td>249</td>
<td>249</td>
<td>50% : 50%</td>
</tr>
<tr>
<td>Credit card</td>
<td>984</td>
<td>30</td>
<td>492</td>
<td>492</td>
<td>50% : 50%</td>
</tr>
</tbody>
</table>

Next, check the distribution of the data by using scatter plotting from the 4 datasets used. The Diabetes dataset is checked for data distribution by looking at the correlation of values between the Age and BMI attributes, which can be seen in Figure 8. The Bank Turnover dataset is checked for data distribution by looking at the correlation between the Age and CreditScore attributes, which can be seen in Figure 9. The Stroke dataset is distributed by looking at the correlation between the avg_glucose_level and BMI attributes, which can be seen in Figure 10. The Credit Card dataset is distributed by looking at the correlation of values between attributes V1 and V28 which can be seen in Figure 11.

3.2. MWMOTE Oversampling
The data used to train the MWMOTE Oversampling modeling uses data after preprocessing where the amount of minority class data will be the same as the amount of majority class data. Furthermore, balancing the dataset using the MWMOTE method where by changing the
amount of minority class data will be the same as the amount of majority class data with the growth of synthetic data. There are 3 stages in balancing data with the MWMOTE method, namely by separating minority data into the majority data class, doing weighting, and doing clustering in making synthetic data. The results of balancing data using the Random Undersampling method can be seen in Table 4.

Table 4.2 Balanced Data Distribution of the MWMOTE Method

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Amount of data</th>
<th>Attribute</th>
<th>Minority Class</th>
<th>Majority Class</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>1,000</td>
<td>9</td>
<td>500</td>
<td>500</td>
<td>50% : 50%</td>
</tr>
<tr>
<td>Bank Turnovers</td>
<td>15,926</td>
<td>13</td>
<td>7,963</td>
<td>7,963</td>
<td>50% : 50%</td>
</tr>
<tr>
<td>Strokes</td>
<td>9,722</td>
<td>19</td>
<td>4,861</td>
<td>4,861</td>
<td>50% : 50%</td>
</tr>
<tr>
<td>Credit card</td>
<td>568,630</td>
<td>30</td>
<td>284,315</td>
<td>284,315</td>
<td>50% : 50%</td>
</tr>
</tbody>
</table>

Next, check the distribution of the data by using scatter plotting from the 4 datasets used. The Diabetes dataset is checked for data distribution by looking at the correlation of values between the Age and BMI attributes, which can be seen in Figure 12. The Bank Turnover dataset is checked for data distribution by looking at the correlation between the Age and CreditScore attributes, which can be seen in Figure 13. The Stroke dataset is distributed by looking at the correlation between the avg_glucose_level and BMI attributes, which can be seen in Figure 14. The Credit Card dataset is distributed by looking at the correlation of values between attributes V1 and V28 which can be seen in Figure 15.

3.3. Model Evaluation

The following is a comparison table of the evaluation results of the method in balancing the dataset.
Imbalanced data consists of majority class and minority class. Using the Random Undersampling method, the process is carried out by changing the amount of the majority data to be equal to the number of minority data randomly. Using the MWMOTE method is done by changing the amount of minority data to be equal to the amount of majority data by adding synthetic data. Making synthetic data using the MWMOTE method goes through 3 stages, namely by separating minority data into the majority data class, doing weighting, and doing clustering in making synthetic data. In Table 5 and Table 6 the evaluation results use the decision tree algorithm by testing 3 types of data, namely without rebalancing, Random Undersampling, and MWMOTE with the aim of evaluating and comparing the performance of the imbalanced dataset method. Random Undersampling can overcome the problem of unbalanced data with a precision value of 76.28%, 76.74% recall, 76.48% f-measure, and 76.21% accuracy. MWMOTE can overcome the problem of unbalanced data with a precision value of 86.04%, 87.30% recall, 86.66% f-measure, and 86.61% accuracy.

In the Diabetes dataset, the results of the model evaluation test using the Random Undersampling and MWMOTE methods show that the values for precision, recall, f-measure, and accuracy are relatively the same, but different from the other 3 datasets which produce relatively different values. This shows that the ratio in a dataset has an influence on the process of balancing the dataset. The diabetes dataset has a ratio of minority data and majority data of 34%: 66% where the dataset has an almost balanced ratio of differences between minority data and majority data. The significant difference to the other 3 datasets regarding the ratio of minority data and majority data causes the balancing of datasets using the Random Undersampling and MWMOTE methods to have significantly different results.

For the precision value of 4 datasets used in the research, it has increased when you have done data balancing. Such a significant change occurred in the Storke dataset with a change value of 68.27% from the original data to the MWMOTE oversampling data. The change in the optimal precision value in the Diabetes dataset is 16.95% from the original data to the MWMOTE oversampling data. The change in the optimal precision value in the Bank Turnover dataset is 34.11% from the original data to the MWMOTE oversampling data. The change in the optimal precision value in the Credit Card dataset is 29.38% from the original data to the MWMOTE oversampling data.
For the recall value of the 4 datasets used in the research, it has increased when balancing the data. Such a significant change occurred in the Storke dataset with a change value of 69.99% from the original data to the MWMOTE oversampling data. The change in the optimal recall value in the Diabetes dataset is 10% from the original data to Random Undersampling data. The change in the optimal recall value in the Bank Turnover dataset is 31.22% from the original data to the MWMOTE oversampling data. Changes in the optimal recall value on the Credit Card dataset of 18.71% from the original data to the MWMOTE oversampling data.

For the value of f-measure 4, the dataset used in the research has increased when balancing the data. Such a significant change occurred in the Storke dataset with a change value of 69.13% from the original data to the MWMOTE oversampling data. The change in the optimal f-measure value in the Diabetes dataset is 13.46% from the original data to the MWMOTE oversampling data. The change in the optimal f-measure value in the Bank Turnover dataset is 32.69% from the original data to the MWMOTE oversampling data. The change in the optimal f-measure value in the Credit Card dataset is 24.44% from the original data to the MWMOTE oversampling data.

Accuracy value of 2 datasets used in the research has increased and the other 2 datasets have decreased when balancing the data. Such a significant change occurred in the Stroke dataset by experiencing a change in value of -22.28% from the original data to Random Undersampling data. Changes in the accuracy value on the Credit Card dataset experience a change value of -9.04% from the original data to Random Undersampling data. The change in the optimal accuracy value for the Diabetes dataset is 3.10% from the original data to the MWMOTE oversampling data. The change in the optimal accuracy value in the Bank Turnover dataset is 3.39% from the original data to the MWMOTE oversampling data.

4. CONCLUSION

Based on the results of the research and discussion in the previous chapter, the following conclusions can be drawn:

1. Random Undersampling Method and the Majority Weighted Minority Oversampling Technique (MWMOTE) can overcome imbalanced dataset problems. Where is the Random Undersampling method changing the number of majority data will be equal to the number of minority class data. There are 2 stages in balancing data with the Random Undersampling method, which is to separate the minority and majority class data, then resample the majority data class randomly as much as the minority class data. The MWMOTE method where by changing the number of minority class data will be equal to the amount of majority class data with the growth of synthetic data. There are 3 stages in balancing data with the MWMOTE method, namely by separating minority data into the majority data class, doing weighting, and doing clustering in making synthetic data.

2. The evaluation results of the confusion matrix using the decision tree algorithm by looking for precision, recall, f-measure, and accuracy values for the Random Undersampling and MWMOTE methods have increased over the stages without dataset rebalancing. The small amount of data and attributes does not really affect the process of balancing the dataset because the results of testing the two methods have significant average values of precision, recall, f-measure, and accuracy. However, differences in data ratios affect the performance results of the Random Undersampling and MWMOTE methods where the datasets with minority data ratios and majority data are not as significant as in the diabetes dataset, the performance results or model evaluation of the Random Undersampling method are relatively the same as the MWMOTE method. The results are different when the dataset with the ratio of minority data and majority data is so significant that the evaluation results or performance of the MWMOTE method are better than the Random Undersampling method.
3. In the original data with 48.86% precision, 54.90% recall, 51.73% f-measure, and 85.30% accuracy. Random Undersampling can overcome data imbalance problems with 76.28% precision, 76.48% recall, 76.21% f-measure, and 76.21% accuracy. MWMOTE can solve data imbalance problems with 86.04% precision, 87.30% recall, 86.66% f-measure, and 86.61% accuracy. It can be concluded that the MWMOTE method is better than the Random Undersampling method because the evaluation average of the Confusion Matrix Random Undersampling method is smaller than the MWMOTE method.
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